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Abstract

This pa.per studies an analytic model of l)arallel discrete-event simulation, compar-

ing tlle costs and benefits of extending optinlistic processing to the YAWNS synchro-

nization protocol. Tlle basic model makes standard assumptions about workload and

routing; we develop metho(ls for comt)uting t)erformance as a fl_n('tion of the degree

of ol)timism allowed, overhead costs of state-saving, rollback, and barrier synchroniza-

tion, and LP aggregation. This allows an approximation-based analysis of the range

of situations under which ol)timisnl is a beneficial extension to YAWNS. We find that

limited optimism is beneficial if the processor load is sparse, but that aggregating LPs

onto t)rocessors iml)roves YAWNS relative perforlnance.

*This work was supported by the National Aeronautics and Space Administration under NAS1-19480

while Dickens and Nicol were in residence at the Institute for Computer Applications in Science and En-

gineering (I(?ASE), NASA Langley Research Center, Hampton, VA 23681. Nicol's work was additionally

supported by (',arleton College while he was resident as a visiting research associate, and by NSF grant
(:(IR-9201195.





1 Introduction

Discrct(, (went siml_lai.i(,ns model l)hysical systenls. The lii.('ral.ur(, on parallel dis(wete-cv('nt

simldation (PDES) usually views a l)hysical system as a set of c(mmmnicating 1)hysical

t)r(,c(,ss(,s, (,ach of which is rcpr(,s(,nlc(t in ih(" simulation t)y a logical t)roc('ss (LP). LPs

commmaica.t(, througll tim(,-stami)(,(l messages r('t|('ciing cllanges to the system state. A

t.imc-stanl l) r(,[h,cts all insta.nt w|wr(" a sta.i.(, cllallge occurs in the, physi,'al f)ro('(,ss model.

Paralh,I discrete event simldaliou t)oscs difficult synchronization t)rohlelnS, du(' to the

lln,terlying sen.s(, of ]o£ical tim(,. Each LI ) maintains its owtl l(_£ical oh)ok ret)r(,scnt, iu £ t,h("

time 111_to whi('h lhc ('orr('sl)(m[tillg 1)hysica] i)rt)c(,ss has I)(,en simulatc,t. The fmldamental

l)rol)h,m is I.o d('t(,rmin(, wh(,u all I_t' may (,xcc_ll(, a krlown fut_lr(' (,v(,ut, and in so doing

a(h, auce its logical clock. If an IA' advances its logical clock too fat' ahead of any oth(w

LP in the system it may ri'cciv(- a messag(, with a tim('-stam t) in its logical past, called a

strag£lcr. The thr('at of sira.ggl('rs is (h'alt with hy ,_aving the simulation state t)(wiodically,

and rolling 1)ack as at)propriat(_ wh(,n a straggler arrives . Messages sent ai. times ahead of

the straggler's time-stamp must I)e undone. Fm,|a.m('ntal problems of PDES are reviewed

i_ Misra (19S6), Fujimot(, (1990), l(ighter and \Valrand (1989). Ni(ol and l'5_jimoto (1994)

give a more current state-of-the-art r(,view.

Most PDES synchronization protocols fall into two basic categories. (7on.scrvativc pro-

tocols ((,.g. (:handy and Misra 1979, Bryant 1979, f'(,acock, \Vong and Manning 1979,

Lul)achevsky 1988, (lhan(ly and Sherman 1989 and Nicol 1993) (to not allow an LP to pro-

tess all eVellt with time-stare t) t if ()no is lmal:)le t,o assert that it will not receive another

(w('nt, with time-stamp less than I at some point in tim from'(,. Optimistic t)roto('ols (e.g.

Time Warp, JeIferson (1985)) a.llow an LP t.o process an event before it is known for certain

t.hat the LP will not laier need t.o pro(x'ss an event with earlier time-stamp. (iausality errors

arc corre(:tcd through a rolll)ack mechanism. A more (:artful taxonomy of protocol charac-

teristics is detailed in R(,yi_ohls (19S_;); in k(,el)ing with staudard (I)_lt imprecise)practice,

w(, will speak in terms ()f cons('rvat.iv(, and ol)timistic t)roto(%ls.

The earliest synchronization 1)rotocols are asyi,(:hrouolLs an LI ) syi_chronizes sol('ly on

the basis of intera(:tions with LPs with which it. directly communicates, th_cently inore

synchronous 1)rotocols ha.v(_ attracted interest. While details vary, the basic idea is to in-

corporate barrier syn(:hronizations an(t global re(hwtions (>n functions of fut.lu'e simlda.tion

times. Examples include Movinr; Time \\:indov¢ (Sokol fl al. t988 ), (kmservative Time Win-

dows (Ayani and Rajaei, 1992), (?ou(litional Events ((?handy and Sherman, 1989), Bounded

Lag (Lul)achevsky, 1.9_), Sym'hronous Relaxation (Eick c! (d., 1993), Bounded Time Warp

(Tin'her and Xu, 1992), Breathing Time l_hlckcts (Steinmav., 1991), and YAWNS(Nicol,

199:/). The advantage t,o a conservativ(, t)rotocol is that synchronization information moves

quickly tllrol@_ the system, lowering (,verhead costs. This efli(qeucy usually comes at the
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Figure 1: Extended YAWNS window is comprised of one conservative and one optimistic

subwindow.

price of more pessimistic synchronization, e.g., an LP A may block against the threat of a

receiving a message at time t, whereas the threatened message is actually from LP B to LP

('. The global mechanisms allow for efficient computation of simulation times, like t, but do

not handle routing details well. The advantage to a.n optimistic protocol is tile elimination of

a separate GVT (Global Virtual Time) calculation, and the reduction of the risk of cascading

rollbacks. As for tile conservative methods, the price paid is the reduction of asynchrony,

and more limited opportunities for parallelism.

Our interest is ira tile conservative YAWNS protocol, and in determining conditions un-

der which it makes sense to extend it by incorporating optimism. YAWNS conservatively

constructs a window of simulation tilne within which events on different processors may be

concurrently simulated (details follow ira Section 2). This conservative window tends to be

small. However, under the YAWNS mechanism, an LP that executes an event outside of

the window risks receiving a straggler message. We extend optimism to YAWNS by al)-

pending an optimistic windo'w to the conservative window; when an LP executes ew_nts in

the optimistic window it must be prepared to deal with straggler messages. The advantage

is to increase the mm_ber of events processed per window, in hopes of lowering the amor-

tized cost of of computing and synchronizing at the window. The cost of the extension is

dm _ to state-saving, rollback, and additional global synchronization. The basic form of the

extension is illustrated ira Figure 1--at simulation time t all LPs use the standard YAWNS

mechanism to compute the conservative window [t,I + C), but also append an optimistic

window [t + C,_ + A). Processors synchronize globally at simulation time/, + A. For our

purposes we take A as a user-specified parameter that governs the degree to which optimistic

execution is permitted. We will call tile method YOW (YAWNS Optimistic Window).

We find that there is a best optimistic window size that is much larger than YAWNS's.

We derive formulas for YAWNS' and YOW's perh_rmance as a function of synchronization:

state-saving, and event-reprocessing costs, llsing these we determine that when the problem

is sparse--one fine-grained LP per processor--then asymptotically (as the number of LPs



increases) then YOW t)revails. However, if we fix tile size of tile architecture and aggregate

LPs onto processors, then YAWNS (:all t)revail.

The remainder of tile paper is organized as follows. Section 2 describes our analytic model

and its relationship to others in the literature. Section 3 develops methods for approximating

the probability distribution of all LPs workload, included reprocessed messages due to roll

backs. Section 4 applies those N)proximations to cotnt)are conservative YAWNS with its

ot)timistic extension, and Section 5 l)resents our conclusions.

2 Model

Our analysis is of a parallelized (tueueing network simulation. LPs represent servers, and

events occur when jobs either enter service, or at'(" received by a queue. A job's random

service time increases its LP's simulation clock by the service amount. Event processing

cannot be interru])te(t; fltrthermor(, a job's t)osl-service destination is l)resmned to be known

at the time it enters service. The (testination is chosen mfiformly at random from tile set of

all LPs. We do assmne that the data content and next destination of a serviced job depend

upon the contents and times of all jobs received by tile LP prior to the event entering

service. Because of this, a message reporting the job's arrival at its new destination is sent

to its recipient at the time tile job enters service. This is called prc-se:nding tile job, and

is an important aspect of both YAWNS and Time Warp. A message has both a send-tim(

and r¢cciv('-tim, c, corresponding to the service-entry and service del)arture times. Service

time (reflecting an advancement ill simulation time) is also random, and is exponentially

(tistribute(t with rate t/_. We assume that tile cost of processing a service-entry event or a

job arrival event is rarity; ore" exl)ression of physical execution tittles will be in these units.

While simt)le, models like there are lhe basis for several a.nalytic studies. This model is

similar to tile one studied by (;ut)ta, Akihtiz att(t Fujimot.o ((;upta el al.,1991) (which we'll

refer to a.s (;AF) in their study of asynchronous Time Warp. The main differences are that

we assume unit cost h)r executing an event and the (;AF model assmnes all exponentially

distributed execution ('()st; that our model is basically that of a (tueueing system with single

servers and a non-preemptiw_ queuing discit)line whereas the (;AF model is of a queuing

system with infinite servers; ore" mo(h_l indirectly reflects tile effects ()f communication delay,

and the GAF model assumes instantaneous conmmnication. These (lifferences are significant

enough to prevent us fron_ quantitively comparing our too(tel results to (;AF's. We do note

that (IAF's assmnl)tion of random event costs should tend to worsen performance over our

model, but tile instantaneous commmfication and iMinite servers should tend to improve

it ()vet" (mrs. Furthermore, one increases tile available parallelism in the (;AF model by

increasing the number of messages: in our model one must increase the number of LPs.



()ur model is also loosely related to the self-initiating model studied hy Nicol (1.9.91),and
is subsmnedby Nicol's messagc-initiatin_model in his study of YAWNS (Nicol, 19.9:/).The
fl_rmermodel concentrat('s on the eff(,cts t)f fan-outs greater than one, and i_;nor('s the eff(,cl.s

of rollback; the latter model provides the analysis of YAWNS that we use in this pal)er. Tim

bonding model of Eick ctal. (1.(1.()3) is closely related to (mrs. in that it essentially (h_scrib('s

the behavior of a. t)a.ralMized (lUeUillg simulation identical to ollrs c:rccpl that a message

d(,scribing a job's (tepartlu'(, is sent only at, the simulation instant when the job d(,parts -

we assume the lnessage is sent at the tim(" the jol) (raters service. Al_(,ther difl'(,renc(, is

that we a.ssmne that a, re-exec_lted event may send its subsequent message to a different

LP than Iwfore. whereas the bonding model assumes it is (tir(,ct(_d to the same LI'. Finally,

the randomly mliform routing assmn])tion is shared ])y the model studied 1)y l:ehh'rlnan and

KMnrock (19.91), who l_lak(' differ(mr assmnt)tion.s con(:erning t.illw-staml)a(Ivanc(,u_('nI aml

(went (,xecuti()n tim('.

()m" analysis is mfi(tue in several ways. First, nearly all of the afore-m('ntion('(l models

regard communication, state-saving, and synchronization a.s negligible. We 1)elieve that

these same costs la.rNely d(qine which syn(qlr(mizati(m approach is I)est suit('_t for a. l)r(d)lem,

and so should l)e (,xt)li(:itly incorl)orated in the mo(M. ,q(,colk(lly, our analysis is of a.n

optimistic window-1)ascd scheme where performan(:e depends on the level of optimism; in

this regard only Eick _t al. "._model is similar. Our analytic apl)roach is (tithw(mi,, 1)111,can

also I)e extended to the Eick _t al. mo(M. While we apply the tn(,del to th(" t)rol)leln

of extending YAWNS, the approach apt)lies more generally to the analysis of win(tow-t)as('d

optimistic protocols. Finally, only 1he analysis in Nicol (1993) (:onsi(hws the 1)enefi(:ial effecls

ot" aggregating Ll's; as w(' shall s('c, this ('onsi(leration can make il more advantage(ms t()

for(.-ggo optimism in a sufficiently ay;gr(,gat('(t case, wll('r(,as optimism is t)(,t,t.(,r in the llOll-

a_yZr(,gat('d case.

()m' analytic a.1)t)roa(ql is COml)_lta.tionaI a.nd is l)a.s('(t on simplifying apl)roximations.

W(' d(weh)p an intlfitive apl)rOXilnation to the l)rol)al)ility distrilmtion of the nlllnl)er of

('v(qlts proct'ss(_d ])y ktll Lt' while executing a window. TI," worl<l(_a(l [tislrilmti(m ilMu(lcs

r(,processed events indu(:('d l)y rollbacks. With this distrilmtion as a basis we add overhead

costs, an_t ('(mltmte the average (,xe('uti(m cost (in real lime) per mlit simlflati(m tim('.

Before t)ro('('('ding It) the analysis, it is useful to review the YA\VNS m(,(hanism, l'rcsmm'

that all LPs have ex(,cut(,d all events up to simulation tim(, t. l;n(h'r th(, assumpli(ms that

pt,rulit, t)l'('-st'n(ting messag(,s, cac[l LP i call examine its state amt t)re(tict lhe (l(,partlu'(' tim(,

di(t) of lhc next jol) to receive s(wvi('e, (,x('hMin_; th(' one receiving ._ervi('(' at l, assuming

no further message arrivals at i prior to that job entering service. This sort of lookahea¢t is

('alled conditional k1_ou,hdgc by (lhandy and Sherman (!989), ])ecaus(' the validity of d,(t) is

conditional. Ilsing sta.n(laI'(t minimum redu('tion te(qlni(lues, the LPs can (llficldy c(mllmt("

w(1) = min,{d,(t)}; t h,' c(mservative YAWNS window is [t, w(t)). By (-Ol,str,wti(),1, no jol,



enteringserviceduring the [t, iv(I)), window alsodepartsservice. (',oupling this feature with
messagepre-sending,no messagegeneratedby an event in [t,w(t)) has a receiw_time in
It,

Vv'e extend optimism to YAWNS by requiring that LPs synchronize at the upper edge of

the optimistic window. The same rain-reduction as before is used to synchronize, only now

the result w(t) indicates the upper edge of a "safe region" into which no straggler message will

ever venture. Only one global synchronization is Ileeded ])el' window a min-redm'tion serves

both to synchI'onize tile t)rocessors at some time t, and to compute w(t). The ])rocessors

know to synchronize again at time t + A. No state-saving need be performed prior to any

event in the conservative window.

One essential difference between Yew and Bounded Time Warp (Turner 1992) is the

computation and exploitation of the conservatiw_ window. Another is the proposed S}'ll-

chronization mechanism. Special care must be taken when synchronizing at t + A since an

LP may simulate up to that time but then be rolled back. Bounded Time Warp proposes

an essentially linear time (in the number of LPs) termination detection mechanism. More

efficient methods can be slq)ported ill hardware (Ileynolds ctal. 1993), or using special

algorithms ill software (Nicol 1993a). ()m" model presumes Nicol's software solution.

We assmne that an event at LP i which is reprocessed due to rollback randomly selects

a new destination with each reprocessing. This reflects the assmnption that a message's

content and destination is a sensitive function of the complete message history at LP i up to

the time where the job enters service. Thus two messages are generated upon reprocessing

an event, an anti-message to cancel its previous routing and a new routing message sent

to another (probably different) LP. Like other analyses of Time Warp, we aSSllllle that the

anti-message exacts no computational cost at either the sender or receiver, t|owever, our

model will not assume that an anti-message is received instantane(msly. We do not model

the message delay directly, but rather model the effects of such a delay.

3 Analysis

Within any given win(tow of width A, an LP will execHte (and re-execute) a random number

of events, say W. This random variabh_ (like all others in ()Ill" analysis) depends on A, but

this del)en(tence will not be exl)ressed in the notation. ()Ill" initial goal is to determine the

probability distribution of W; note that this distribution is the same for all gPs under the

lmiformity assmnptions made. (liven the distribution, we, can add overhead and execllti()n

costs, and determine the llleall time IZA req_lired to COml)lete the window by the processor

requiring tile longest time to do so. #A/A serves as our metric, measuring tile average

execution time required per unit simulation time.



"Wefocuson "generations" of messages,a notion whi,'h arisesas follows, lmagine that
LPs synchronizeat t, and then each executes all known events in the window without paying

any attention to any possible communications. The set of messages sent during the first

sweep with time-stamps in It, t + ,4) are in generation 1. Imagine now that an LP gathers

up all the generation 1 messages sent to it, and processes them. These must cause rollback,

anti-messages, and new routin_: messages. The set of all anti-messages and new reciting

messages are in generation 2. In general, a message is in generation i + I if it is the direct

result of a rollback caused I)y a generation i message. \Ve denote the random numl)er of

,_eneration i messages received by an LP as Gi, and denote by /¢i the ran(tom tmml)er of

events processed as a result of receiving generation i messages.

We assume that A is small enough and the message density is high enough to ignore the

possibility of a jol_ received in [t,t+ A) going into service in that same window, lTmter this

aSSUlnptioll, the number and times of all service-entry ewmts during [l, l + A) are known

after the LPs synchronize at t, and remain unaltered (except for destination aml content)

while processing It, t + A). The mm_ber of sucll events at a given LI' is a random varial_le 5'

that is Poisson distributed with mean Att_. All other events are job arrivals, of which there

are .I, which is also Poisson with mean Aps.

Event reprocessing costs depend on how quickly the parallel simulator receives a.ll,I rea,'ts

Io straggler messages. For example, the analysis of (lupta (t al. ( 1991 ) assmnes zero message

transmission delay, and that rollback occurs immediately followin_ the complete processin_

of whatever event is l)eing served at the instant the straggler message arrives. If two or

more stragglers arrive during that processing tithe, the reprocessing effect is as though only

the straggler with least time stamp was received, others exact no additional cost. But now

consider the effect a commmdcation delay may have on the algorithm. If A ix small en¢,lgh

an LP will have few ew'nts in a window: in the time it takes a message to travel between

processors, llte recipient LP will ah'eady 1)e ready to sytwhronize at time t + A. Evetl if

communication is faster it is frequently the case (and we have observed empirically on actual

apl)lications ) that the cost of probing for new messages after each event is pl'ohitfitively high

on distributed memory architectures, because such a probe involves a system call. To model

this effect, we assume that if a straggler message is received at some time .s G [t, t + A) then

the effect of that straggler is to re-execute all events at that LP from s to t + A, and to send

anti-messages after all messages generated previously by those events. If an LP receives

k generation i stragglers, we assmne that each is processed seria.lly, in,:urring k separate

l'ecolnputatioll costs. This assumption is reasonabh, so long as an 13' has only a few events

in a window.

If we define geileration 0 messages a.s corresponding to the service entry events and job

arrival events, we write R0 = 5'+.I, and express the total mm_ber of ewmts processed in the

6



window by
,X)

W = _' bgi.
i=O

The distribution of each reprocessing cost Ri dq)ends on the number and time-stamps

of general.ion i messages. The actual distributions for these messages are untra.ctably com-

plicated, so we will approximate. For generations i > 1, we assume that Gi has a Poisson

distribution. Such a.n assumption is standaM, since given a total number N generation i - 1

messages, the nmnber arriving at. a.n LP is binomial /q(N, 1/P), 1_ being the number of LPs.

Bim)mials with large N and small l)rol)alfilities of success are frequently modeled as Poisson.

We also approximate the distributional fl)rm of the random arrival time of a generation

i message. Each such message corresponds to a service-entry event in some LP; tim arrival

time is the s(q'vic(--ent.ry time plus an exponen(.ial. Each service entry event has some rank

reitecling whether it is the first, second, or so oil service entry event ill [t, /, 4- A), on its LP.

The arrival time distribution of the message sent by the i °_ service entry event following time

t is _ plus the convolution of i + 1 i.i.d, exponentials, i.e., an Erlang-(i + 1); we say that the

arrival message has rank i + 1. We will have occasion to condition on the service-entry event

lying in [t, t-I-A), ill which case the message's arrival time distribution is suitably modified.

In order for such a message m. to be sent (in generations > 0), the i °_ service entry event

must 1)e reprocessed, implying the arrival of an earlier stragglel ..... information that alters

m's arrival time distribution. Our model does not attempt to capture this distributional

dependency, l_nder ollr simplifying assumption then, every generation i arrival message in

[t, t + A) has a time-stare t) whose distrilmtion is t, plus some Erla.ng conditioned on being

less than A. Let ai,x. denote the mean fraction of generation i Inessages that have rank k.

l_et.ting ./:t.(._) be the density function for a.n grlang-/,: conditioned on being less than A, we

approximate the arrival time density function of an arbitrary generation i message as the

mixture t + _'"<'

Table 1 summarizes our notation. All raudom quantities are LP-oriented, rather than

system-oriented.

It remains to determine weighting factors {ai,t.} and the distributions for W, (;i, and

bgi. The approach is to condition on 5; + ,] = k, and determine distributions for (,'i, Hi,

and I'V suitably couditioned, (:all them (7,(k), and R,.(k), and W(k). Assuming that all

arrival messages arc independent of each other, we compute H/(k) = E___0 R_(k), because

the individual random variables in the convolution will be independent. It is straightforward

then to unconditioi_ on ,q' + J (since 5; and ,1 are ind(,l)endent and Poisson). The values for

E[Ci] and {ai,,.} can be built up with increasing i, as will t)e shown.

Let us first consider E[(;l]. A gen(wation 1 message arises whenever a service-entry event

in [g,*-t-A) sends an arrival message with time-stamp h,ss than t +,4 (all other arrival events

were sent by service entry ew'nt.s in previous windows). If we condition on 5 = k service-



?;

.]

tLs

Ri

Yi

ai,j

L(.,)
Fj(.,)

B(,., p)

tlj(s)

Total events processed in a window

Service entry events in a window

Job arrival events

Service rate for queue server

C,eneration i arrival messages received

Ew'nts reprocessed by all generation i arrivals

Events reprocessed by single generation i arrival

Fraction of generation i arrivals with rank j

Density function of Erlang-j conditioned on s _< A

" e(mnmulatlv distribution function for Erlang-j

A binomial random variable with paraineters 7z and p

" e( ummulatlv distribution function of Erlang-j conditioned

on sum of first (j - 1) stares being less than A

Table 1" Summary (>f Notation

entry events in [t,t + A), the joint distribution of their times in [t,t + A) is identical to that

of k independent It, t + A] lllliforlll randonl variables (Ross 1983, pg. 37). (:hoosing one o{

these k uniformly at random, the probability that its arrival message lies outsitle of [t, t + A)

is given by

/t+A 1Pr{Arrival message time for service entry event > t+A 15'= /_'} = _('-' ..... dv
dt ,

1.0 - _:-..A

,4

This leads to the observation that the mean nmnl)er of arrival messages generated in It, l + ,4)

that fall outside of [t, t + A) is 1.0 - _-"_"_. Since the mean total number of arrival messages

generated in [t,t + A) is tz,A, we obtain

= - (l.0 -

Values for the {al,k} are also easily derived. For an arrival message to be of rank j it

is necessary that the Erlang associated with its arrival time t + a be less than t + A. From

Bayes Theorem we obtain

a,..i = Pr{A generation 1 arrival message in [t, t + A) has rank j > 2}

= Pr{ .--_ Erlang-j [(_ < A }

_ /;j (.4) ['or j >_ 2,



whereF_. is the cumulative distribution of a.n F]rlang-k with rate parameter t_s.

We now turn to the analysis for high(,r generations. Suppose E[(;_] and the values {_1,..,}

are known for generation i; conditio)l on 5+ ,1 = k and consider the distribution of H,.(/c).

[;rider our assumptions, an arrival at (.ime l + ,; _ [t,t + A) will cause the reprocessing of

every k11ovvn arrival event and servi(:e-e)li.)-y (wen(, with ti/ne-sta/n t) 1)etween l + e, and * + A.

(;iven ,g + J = /`: we vie.w the placement in time of events on [t,l + A) as that of/`: uniforms

(,11 [*,t + A] (1Ross 1,983, pg.:37). As a conseq,u,nce, the number of events reprocessed })y a

rolll)a(:k-in(hu-ing arrival a(, time t + ,i, has the distribution of a Binomial H(k, (A - v)/A),

r(,pres(,nting the sire1 of/,: Bernoullis with su<cess prol)abilit. 3, (A - _,)/A. (:oupling this fact

with th(, assl2med (tistrilmtio)lal form of g(,1)eral.ion i /nessages we (:omt)llte

l'v{7_ events r(3)vocesse d l)y generation i message I J = /"} =

A !X_ ~,=o ,,,,.L(,') pl.{ (A - ,,)/.4) = ,, (l)

Equation (1) approxi)nat.es the distribution of random va.rial)le 7"i(/`:), the random n,_mt)(,r

of events reprocessed by a single generatiol) i message, condil.ioned on 5' + ,1 = k. \\re

ignore here the fact that the arrival message is itself an arrival event, and that t/le set. of

l,:nown a)Tival evenl.s is continuously in fiux through successive general[lolls. Accepting this

wo comp_lte the distribution of Hi(/,:) as the random convolution of "11 indet)e)_dent instances

of r',.(k), M being Poisson with rate kT[(/_].

Values {ai,5} ave computed in a similar fashion. If we condition on a generation i arrival

a.t time t+_ and conditioll on there being ,_z service entry events i)_ [l, t+A), then the numl)er

of these falling between t + v and l + A is bino)nia.1. The probability tha(. a generation i + 1

message of rank j is generated by this a)'rival is zero if there aren't enough service-entry

('re)its, i.e., ifj - 1 > m. Otherwise it is the pvobat)ility thai (he (j - 1) st service-entry ('veni.

occurs after 'v, and t.hat the message it. ge))era(.es falls within It, t + A). This gives

/_,+1,.i(-_)
= P,'{gene,'atio,, i message ,'reates a rank j gen('ratiol, i + 1 message 1,'; = ',_ }

A _xJ= × ,,/A)> :i- 1}a,, (2)=0 ' '_

./----2

where we recall that. ttj is the clmmlative distrit)lltion fun('tion of an t_rlang-j conditioned on

the sum of its first j - 1 exponential stages being less than A. tlj(A) gives us the probability

that a reprocessed rank-(j- 1) service-entry event produ('es a message in the next generation.

Figure 2 helps to explain these i(teas. A situation with ,g = 5 is shown, where a.n arrival

message at time t + ,, falls ahead of the tirst three service entry events. The service (,nt.rv

ew'nts ahead of the arrival have ranks 4 and 5 rospect.ively. Arcs illustvat(, the sen(i/recei_)i,

time difference between the messages sent by the reprocessed events; the rank 4 event message



l+ V

I

j= I 2 3 _ _- "- I

S=5
t+A

Figure 2: Reprocessing of a rank 4 service-entry event generates a rank 5 message for ihe

next _eneration.

falls within tile window, the rank 5 event message does not. In order for there to be a rank

5 message generated, the 4 th ranked service ewmt must lie to the right of _,, as must. the

receive time of its message. The distribution of that receive time is an exponential a_hled to

the distribution of 4 a_ service event, the latter of which is a conditional grlang-4.

For each rank j let. bi+l,j be the resldt of mwondit.ioning equation (2) on 5' Then, recalling

that each reprocessed service-entry event generates two messages (assumed to have the same

t,ime-stanap), the mean number of generation i + 1 messages with rank j is "2× E[(;_] × b_+_,j,

and the coefficients {Oi+l,j} are g]vell t)y

_Ec_,' 2 ['i+l,k/

Finally, the mean number of arrival messages in the next generation is simply

I

= 2 b,+lS..
k=2

l!sing these recursions one may, for every £'+.1 = k, compute the distributioI_ of Hi(k), for

all generations i = 1,2 ..... (;onditioned on 5'+,1 = k, the random variables Ho(k), H_(k),...

may Iw taken to be indepeudcnt (because the processes driving them are highly randomized

arrivals from elsewhere), whence we may compute the distribution of the convolution W(k) =

_:i_0 R_(k). Finally, knowing this distribution for each 5+,1 = k, we compute the distritml, ion

of W bv unconditioning on ,S' + ,1 (known to be Poisson).

Of course, ally computer program calculating these distributions must trmwate the in-

tinite sums. Taking Fl_ = 1, we have found that summing over the first twelve generalions

,)
yields accurate nmnbers when A E (0,-t*_).

The distribution of W describes the workload of a single LP, in terms of the numbers of

events processed. With large numbers of LPs and the randomizing message routing, we may

treat the LP workloads as being independent random variables. I;nder this assulnption it is

10



straighlforward to expressthe (,xpectedmaxinmnl workloadamong ,'\ LPs. Letting MN(A)

be the maximum workload, we know that for every non-negative integer w

< ,,:)= p,.{t¥ <_w}N

so that

E[MN(A)] = P,{MN(A) > .,)

= _-_(1.0 - t'r{H: < w}m).

Numerical 1)roblen_s may arise comtmting y T when 9 is small and x is large; a good

atq)roxima.tion for E[MN(A)] is the so-called charactc'ri,_lic maximum, used for instance in

tgick el al. (1993). (liven ;\,r the characteristic inaxinmnl of I,V is the smallest value wc such

tha.t Pr{I.'V > w:} < ItN. Since I¥ is discrete, we further refine the estilnate with linear

iiltert)olat.ion of H':% cimmlativc distritiution function between w<- and w_- 1, in essence

creating a continuous version I)V and solving for _b< such that Pr{I/i: > tT:<} = I/N. 5:<

estimates E[Mm(A)].

The utility of our model is illustrated by Figm'e 3, where we compare model predictions of

E[J'D_4(A)] and E[M, o24(A)] with measurements (from simulation of our model) for varying

va.hles of A. Each measurement point is estimated from one hundred window replications.

As c,lr purpose is only to ensure that the model Cal)tures general trends we omit confidence

intervals. We see that the model predicts t)erformance tolerably well over a range where the

predictions span a factor of ten between smallest, and largest, although there is a breakdown

at the larger end.

It is also instructive to consider how the fra(:tion of committed events (those events that

are not later reprocessed) behaves as a |'un(:tion of A. This is ilhistrated in Figure 4, where we

plot the ratio of the expected lnaximum committed workload on a processor to the expected

niaxinmn_ total workload, for 64 and 1024 LPs. For both curves shown, the fraction of useful

work decreases linearly in A after a certain poilit. This suggests that under the assumptions

of our model, it. does not make sense to increase A indefinitely. This is explained ill the

section to follow.

4 Comparison with YAWNS

It is instructive to consider l_ow E[Mm(A)] behaves as a function of A. E[MN(A)] is 1)asically

the l)roduct of three terms, (i) the numl)er of message generations required until all LPs have

finished the window, (ii) the average number of rolll)acks per generation, (iii) the aw_rage

11
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Figure 3: (!omparison of observed and predicted mean maxinmm events l)rocessed in a

window by any LP.

number of messages reprocessed per rollback. Our simulations have suggested that the

nmnber of generations grows linearly in A, an observation that agrees with the analysis of

Eick ctal. (1993). The number of messages reprocessed each rollback also increas<.s linearly

in A, for the simph" reason that increasing the window size introduces new events at tim top

of the window to be rolled back along with the ones which were rolled back with smaller

windows. The average number of rollbacks per generation is also linear in A, beca;tse each

arrival message is assumed to cause the re-evaluation of all later messages. E[Mx(A)] is at

least a cubic flm('tion of A, so that the cost per simulation time unit E[MN(A)]/A (whose

milts are execution time per simulation time unit) is at least quadratic in A. This suggests

that there may be some A* minimizing this cost. Figure 5 confirms this int_dtion. In fact, it

is interesting to note that +.4*appears to be slightly less than tzs = 1. This too is in agreement

with the model of Eick ctal., even though the models and costs are different. We conclu<l_,

that A = tt_ is an excellent choice, and in the remainder presmne this equality.

It tm'ns out that the behavior of E[Mx(tz_)]/tz, in N is an almost perfectly linear function

of log N in the range considered, with E[MN(#_)]/#_ ,_ log N+2.9. To incorl)orate the effects

of state-saving, we'll assume that the per-event cost of state-saving is a factor of c_, so that

the cost of executing n events with attendant state-saving is c_?_. Note that this model does

12
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Figure 4: Fraction of committed events as a function of A, for 64 and 1024 LPs.

not presume that state is saved each event; it only presunles that the aggregate state-saving

overhead amortized ow_r events is ¢w.

E[MN(A)] does not incorporate the cost of synchronization. To include these costs we

must consider how synchronization is performed in a computation of this type. A software

solution described by Nicol (1993a) has every LP engaging in synchronization activity once it

finds itself apparently at the sytlchronization point. We couht assume some synchronization

cost for each and every straggler message, however this seeins'excessive. Instead we'll assume

that the numl)er of synchronizations are those one would incur by synchronizing at the end of

each generation; empirical evidence (Nicol, 1993a) suggests that each such synchronization

costs roughly twice that of a conventional synchronization. Our simulation studies show that

a window of width A = t_, requires 2.5 generations on average, a figure that is relatively

insensitive to the number of LPs. Taking /4 as the execution cost of a conventional barrier

synchronizatiotl the overall execution cost per unit sinmlation time given N LPs is

('ov,;,,,(N) _ c_(log 2 N + 2.9) + 5/4. (3)

Note that out assumed synchronization cost structure does not affect the optimality of

A* = tz_, since synchronization costs then grow linearly in A. Also note that /4 shows

13
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Figure 5: E[MN(A)]/A as a function of A, for 64 and 1024 LPs.

no dependence oi1 m. Asymptotically it nmst grow with log 2 N, however we presmne that

tile cost of executing an event is large enough to overshadow this dependence before N

becomes extremely large.

Now consider YAWNS. Nicol (1993) established that the average width of the conservative

window is at least #,_/_/(2N) _ 1.25#,/x/N. In windows this small, the average maxi,num

immber of events processed by' any LP is no larger than 2, for large N it is much closer to 1.

Including the barrier synchronization, YAW'N's cost per unit simulation time is i1o greater

than

(2 + B)V_- (4)
= 1.25

One consequence of A* _ #, is that for large N there is relatively little advantage to avoid

state-saving within the YAWNS conservative window, because the optimistic window is so

much larger. For instance, if N = 100, then only about 12% of a window awfids state-saving.

It costs very little to compute the conservative window, and so if convenient ought t,o be

done. However, the performance benefits from doing so are not large.

We may use equations (3) and (4) to compare the approaches, given values for overhead

costs. At a higher level we observe that YOW has an O(log 2 N) cost while YAWNS has an
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()(_) cost. For sufficiently large N, the opt.imisth' al)t)roach will always achier{' a lower

cost How large tllllst that ,¥ be'? We det)ict this graphically in t ]gure 6, t)lotl.ing t.he sohlt.ion

(to _.) of e(tlmtion (7 C =.pti._ - ,,,,,,.,_ 0. as a function of log 2 N and for variolls values of B.

Solutions (,= (*(N, B) < 1 are plotte(] as 1, since state-saving (:all lleV(q" accelerate the cost

of executing an (went. For any given value of ct* and known value [:_, one can determine
r. • 7 x ,the :'\.... for which _** = a(:\ , B), and determine that YOW is better than Xt'A_ ,XS for all

,.'\.">_ -'\."*. Imagine that state-saving doubles the cost of executing an event. Plotting the

line a = '2 we lool< for its intersection with the various synchronization cost curves; N's

associate(l with the intersect.ion define N*. For instance, if _ = 0 then YOW is 1)etter for

;\' > 128. If/1 = 1.0 how(wet, then YOW needs only _'\: > 100, and if 19 = 10.0 it: needs only

,\' > 40. YAWNS is clearly impacte(] more strongly by increasing synchronization {'ost.s, as

it synchronizes on the or(ler ()f _ times more often than YOW.

The asslmq)tions 1re(let which we've analyzed YAWNS show that if sim,dation time ad-

vances I_y expon('ntiall3' distril)ute_t amounts and if only one LP is assigned t,()each I)rocessor,

th(,n YAWNS has a relativel.v high cost. However, YAWNS performance is sensitive to both

of these assumptions. If an LP's servic(, time is bounded t)elow t)y 7 > 0, then the size of a

YAWNS window at. least 7. This seemingly minor change of assumptions defeats the assured

15



asymptotic superiority of YOW, becauseit changesYAWNS O(x/N) cost to O(1/7). The

relative performance of YAWNS and YOW depend primarily then on a, /4, and 7.

Next we show that by considering the effects of aggregating LPs onto processors, YAWNS

again circumvents YOW's assured superiority, even if service times are exponentially dis-

tributed. The reasoning is straightforward. Let N denote the number of LPs, P denote the

number of processors, and presume that each processor simulates N/P LPs. The average

size of a YAWNS window is 9(N) = 1.25/_,/v/--N-; the number of events each LP executes

in a window is Poisson with rate 2y(N). Since LPs are independent, the number of events

a processor executes each window is Poisson with rate A(N) = 2.Sx/_/P. If Mr(A) is the

mean expected maximum of P Poissons with rate A, then YAWNS' cost per unit simulation

time per co-resident LP is

Mp(A(N)) +

I)_,,_,(N)- 1.25 x N/P

Eick el al. study the asymptotics of My(r), showing that Mr,(r) "_ log f'/log log t' for small

r, and My(r) "_ 2r for r = f_(log P). )_(N) increases unboundedly in 3/, implying that for

sufficiently large N

2 (x) + B
N/ t'

B
=4-t---

a(x)

The second term vanishes as N grows, showing that YAWNS' normalized execution cost per

LP is asymptotically constant.

The result above does not imply that YAWNS' normalize(t cost is asymptotically 4 be-

cause constants in the asymptotic analysis are missing from our exl)ressions. However, Fig-

,u'e 7 plots the predicted cost (not asymptotic) as a function of log(N/P), assuming P = 16

and B = 0. It also plots the predicted performance of YO\¥, again assuming A = t_, under

the same values of N and P. State-saving overhead factors of c_ = 1, 1.2 and 1.5 are shown.

These figures are obtained by computing appropriate convolutions of I¥, and tinding the

expected maximum convolved processor load. Since aggregation may change the relative

optimality for YOW of A = #,, we also computed costs assuming other window sizes. Differ-

ences from the presented data were small. Assuming that synchrolfization costs contribute

little to the overhead cost under high loads, it is clear now that YAWNs can do better than

YOW under high degrees of aggregation, or when state-saving overhead is significant.

It should also be noted that our model assumptions work against YOW in the aggregated

case. When LPs tend to communicate with other LPs on the same t)rocessor ()he may expect

advantages due to significantly reduced communication costs. This is especially true in our
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modol because the recomputation cost due to delayed stragglers is consequential. However,

the ass,,mption that messages are routed uniformly at. random means that no such locality

is present in the ,nodel. Our costing assumptions remain valid in the aggregated case so

hmg a.s event processing costs are of the sa.me order as communication and the window size

is small.

5 Conclusions

\¥o have _ma.lyzcd a simple model of parallel simulation, to assess the benofit of adding

optimism to an existing conserva.tive synchronization protocol, YAWNS. Our at)t)roach is

nov{.] to the the prol4e,n area, and is relatively simple. \¥e show how to computo approximate

prol_alfility distributions of processor workload. To these distributions we add overheads duo

t,(; slatt.'-S&Villg, and sy,lchronization. In addition, we consider the efl'('('ts on performance

¢t,,e 1o aggregating many LPs onto a. processor.

The extension, Y()W, remains window-based; our analysis predicts that there is some

optimally-size window, a prediction borne out by experiments. The window is relatively largo

compared to YAWNS', but is still so small that on average a logical processor executos only

two events within it. [!sing this window size weco,,st,'uct equations predicting Y()W'sand
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YAWNS' execution cost per unit simulation time, and observe that under the assumption

of one LP per processor, YOW is asymptotically better than YAWNS, as the number of

LPs grows. However, when we analyze performance allowing many LPs per processor we

find that YAWNS does better than YOW under moderate levels of aggregation, or when

state-saving costs are non-negligible.

Far-reaching quantitive conclusions are questionable for a model of this type. For both

YAWNS and YOW small changes in model assumptions will significantly affect quantitative

results. Qualitatively though we may infer that if actual reprocessing costs resemble those

in our model and global synchronization costs aren't high, then it is likely that limiting

optimism is a good thing in a window-based framework. We also conclude that if probability

distributions driving simulation time advance have no lower support, then YAWNS will not

do well when the problem is sparse relative to the architecture. However, this problem

disappears for large problems where LPs are highly aggregate<] onto processors. Perhaps the

strongest conclusion we offer is that performance of parallel simulations is more strongly a

function of state-saving, synchronization/communication costs, problem size, and degree of

aggregation than it is for the specific synchronization protocols. Synchronization methods

ought to be chosen after the problem is known, and to take advantage of the problem's

characteristics.

An open and important question remains, whether a window-based framework offers

better performance than a completely asynchronous one. While we have not addressed this

problem, we believe that extension of our analytic approach to the Gupta et al. model

assumptions may lead to the desired comparison. We also believe a more precise treatment

of the effects of communication delay is possible, which will lead to better understanding of

the effect the underlying architecture has synchronization behavior.
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